ABSTRACT: Parameter determination is the first step in geotechnical engineering. Engineers are often confronted with limited data, large variations and different types of tests, both in-situ and laboratory tests. Within this complex setting, Codes require cautious estimates, so called characteristic values, preferable substantiated with observations and statistical methods. In this study, these statistical methods for populations and trend-functions are elaborated. Most codes and standards only refer to population statistics, whereas the reality is that, with the use of CPTs, trend functions such as correlations or transformation functions are more relevant. The aim of this paper is to provide a method how to use CPT and laboratory tests in practice in order to calculate characteristic values, on the basis of pairwise established CPT-based correlations, typically applicable for line infrastructure projects such as levees.
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1. Introduction

The first step in geotechnical engineering is parameter determination. It is also one of the most complex steps due to the geotechnical variability encountered in the soil, variability in tests and models, accuracy of the measurements and most often the limited number of tests.

This paper discusses the application of pairwise established CPT-based correlations in geo-engineering. Selecting and pairing data requires careful examination of test data using geotechnical experience. The method requires both derived parameters from laboratory test and in-situ measurements from CPT tests. The method requires that the laboratory test samples taken from boreholes adjacent to the CPT are paired with the CPT measurements over the same height interval and level. Both statistical analyses and regression analyses are used to transform the measured CPT results to geotechnical design parameters. These correlations are often called transformation models, as in [1, 2].

Most single variant correlations are described by basic mathematical relations. This paper focuses on three basic relations. The trendline and confidence limits, equivalent to a characteristic value with 5% confidence level, are addressed. For more complex correlations an alternative method is presented. The methods are applied on a database with paired laboratory test parameters and CPT measurements, taken at levees in The Netherlands.

This paper will finally present guidance how to determine the characteristic value for various situations along line infrastructure projects such as levees, where CPTs and laboratory test are combined.

2. Uncertainty in parameter determination

In geotechnical design, the predominant sources of uncertainties are the soil properties and the calculation model uncertainty. The overall uncertainty underlying a geotechnical parameter results from different sources of uncertainties. There are four primary sources of geotechnical uncertainties, as reported by [3]: (a) inherent variability, (b) measurement error, (c) transformation uncertainty and (d) statistical uncertainty. Inherent variability results primarily from the natural geologic processes, type of soil and state. Inherent variability is categorized as aleatoric in nature, because it cannot be reduced by the quantity of tests. In fact, it can worsen if the quality of selecting and pairing is insufficient causing additional variation. Measurement error is caused by equipment, procedural/operator, and random testing effects. Transformation uncertainty is introduced when measurements are transformed into geotechnical design parameters using empirical or other correlation models. Statistical uncertainty involves the assessment of the probability distribution, sample size and regression methods. These are categorized as epistemic in nature, and can be reduced by quantity of pairs and the quality of models (regression, transformation) and instrumentation.

Section 3 summarizes Code provisions in an attempt to define the characteristic value, taking into account local versus global failure, and regional variation. Section 4 deals with population statistics and probability distribution functions used in geotechnical engineering. These concepts are presented and applied on direct measurements of for example the unit weight of soil. Section 5 addresses regression methods for transformation models, and how to define the characteristic confidence limits. Section 6 presents a
3. Codes and standards on geotechnical design parameters

Basic principles and rules concerning the structural resistance are given in the Eurocode [4, 5] and ISO 2394 [6]. Additional information can be found in [7]. In the paragraphs below a selection of relevant clauses of these standards will be cited and discussed.

3.1. ISO 2394

The following clauses from [6] are relevant to cite. The clauses below apply to materials and soils:

Clause 2.4.3: “Priori specified fractile of the statistical distribution of the material property in the relevant supply”

Clause 9.3.2: “For soils and existing structures, the values should be estimated according to the same principle and so that they are representative of the actual volume of soil or the actual part of the existing structure to be considered in the design.”

Annex D of [6] on “Reliability Based Design”, describes the state of the art on uncertainties in parameter determination, statistical characterization and models. Furthermore, it is not prescriptive. Three uncertainties are mentioned (inherent soil variability, measurements errors, transformation uncertainty).

3.2. Eurocode 1997-1:

The following clauses from [5] are relevant to cite. The five clauses all apply to geotechnical parameters and cover the various aspects that will be addressed further on:

Clause 2.4.5.2.(2)P: “The characteristic value of a geotechnical parameter shall be selected as a cautious estimate of the value affecting the occurrence of the limit state.”

Clause 2.4.5.2.(10): “If statistical methods are employed in the selection of characteristic values for ground properties, such methods should differentiate between local and regional sampling and should allow the use of a priori knowledge of comparable ground properties.”

Clause 2.4.5.2(11): “If statistical methods are used, the characteristic value should be derived such that the calculated probability of a worse value governing the occurrence of the limit state under consideration is not greater than 5%.”

Clause 2.4.5.2(11) Note: “In this respect, a cautious estimate of the mean value is a selection of the mean value of the limited set of geotechnical parameter values, with a confidence level of 95%; where local failure is concerned, a cautious estimate of the low value is a 5% fractile.”

Note that these clauses without (P) are Application Rules, examples of generally recognized rules, which follow the Principles clauses (P) and satisfy their requirements (should). It is permissible to use alternatives to the Application Rules, provided that the alternative rules accord with the relevant Principles.

The ISO and Eurocode are conceptually similar, but the Eurocode is more prescriptive. The synthesis of both Codes is given below.

3.3. Synthesis

The approach of taking the characteristic value of the mean for global failure and the characteristic value for local failure are in fact the limiting cases, the two extremes. The actual characteristic mean value for global failure depends on more factors, such as the scale of fluctuation, extent of failure surface relative to the limit state, and is likely to be in between these values. Various methods are reported in literature [8-14], essentially referring back to the research of Vanmarcke [15, 16] based on the concept of variance reduction due to spatial averaging.

Based on the review of codes, standards and literature the following definitions will be used:

- The characteristic value is statistically defined by the 90% confidence interval. The characteristic value of the population (\(X_{karr}\)) determines the value with 5% confidence level or 95% probability of exceedance (PoE). The characteristic value of the mean (\(X_{m,kar}\)) of the population determines the mean value with 5% confidence level or 95% probability of exceedance.
- The representative value takes into account the extent of the ground volume involved in the limit state, the effects of stress, state, time, structure, anisotropy.
- The representative value is generally a value between the characteristic value of the population (\(X_{karr}\)) and of the mean (\(X_{m,kar}\)).

Local failure refers to the case when a local weak spot can result in failure of the structure. No spatial averaging of variation takes places. An example is the failure of a pile tip with typical failure dimensions of 1 m at the pile tip, see Figure 1. In case the limit state involves local failure, the representative value can be based on the predicted value with 5% confidence level (90% confidence interval of the predicted value):

\[
Y_{kar} = Y_m + t_{n-1} \cdot s_y \sqrt{1 + \frac{1}{n}}
\]

In equation (1) is \(s_y\) the standard deviation (σ) and \(Y_m\) the average (μ) given a limited sample size.

Global failure refers to the case when the failure surface is relatively large compared to fluctuations and averaging of uncertainty occurs. An example is slope failure with typical dimensions of 5 m deep and 50 m wide sliding plane, see Figure 1.

In case the limit state involves global failure and it can be assumed that all variations are levelled out, the representative value (characteristic estimate of the mean) can be based on the average value with 5% confidence level (90% -confidence interval of the predicted mean):

\[
Y_{m,kar} = Y_m + t_{n-1} \cdot s_y \sqrt{\frac{2}{n}}
\]

method how to apply this into practice followed by the conclusions in section 7.
The degrees of freedom are equal to n-1. Eurocode 0 [4] uses slightly different terminology, the statistical uncertainty is described by the “confidence limit multiplier k”:

\[ Y_{rep} = Y_m + k \cdot s_y \]  
(3)  
\[ Y_{rep} = Y_m(1 + k \cdot CV_y) \]  
(4)

\( CV_y \equiv \sqrt{\left(\epsilon(\zeta_y^2) - 1\right)} \)  
(12)  
\[ \ln(Y)_{kar} = \lambda_y + u_a \cdot \zeta_y \]  
(13)  
\[ y_{kar} = \alpha \ln(Y)_{kar} \]  
(14)

Statistical analysis on soil investigation is always based on a sample and not on the population of a geotechnical property. To account for this statistical uncertainty the Student-t distribution is often used. In the following equations \( u_a \) is replaced by \( t_{n-1} \), depending on the confidence level (\( \alpha = 5\% \)) and the degrees of freedom, generally the sample size minus one.

For statistical analysis on a sample the standard error of the mean (SEM: \( s_{y,m} \)) is defined based on the following equations:

\[ Y_m = \frac{\sum_{i=1}^{n} Y_i}{n} \]  
(15)  
\[ s_y = \sqrt{\frac{\sum_{i=1}^{n} (Y_i-Y_m)^2}{n-1}} \]  
(16)  
\[ CV_y = \frac{s_y}{\mu_y} \]  
(17)  
\[ s_{y,m} = s_y \sqrt{\frac{1}{n}} \]  
(18)

The standard error of the mean is a measure of the dispersion of sample means around the population mean. Note that it is inversely proportional to the square root of the sample size, so it tends to decreases as the sample size increases. The standard error of mean is not often referred to in geotechnical engineering, but as shown later it is in fact the parameter that directly relates to the characteristic mean value used for global failure limit states.

The characteristic values according to Eurocode to be used in a semi-probabilistic approach are defined in equation (1) and (2). The stochastic parameters to be used in a full-probabilistic approach, are the same mean and a corrected standard deviation as in equation (19). The term between \( \lbrack \rbrack \) is the correction for the statistical uncertainty on the standard deviation used in probabilistic analyses, as a consequence of the limited number of tests.

\[ s_{y,prob} = s_y \cdot \frac{k}{u_a} \]  
(19)

With factor \( u_a=5\% = -1.645 \) for value with 5% confidence level or 95% probability of exceedance (PoE). The confidence limit factors (k) for local and global failure are defined as:

\[ k_{kar} = t_{n-1} \sqrt{1 + \frac{1}{n}} \]  
(20)  
\[ k_{m,kar} = t_{n-1} \sqrt{\frac{1}{n}} \]  
(21)

4. Population geo-statistics

4.1. General

This section presents the population statistics on geotechnical data. These are direct measurements of the required design parameter. Section 5 focuses on the relation between indirect measurements such as CPT parameters and direct measurements such as laboratory tests parameters. Most codes and textbooks consider point values. It is useful to introduce the basic principles that also apply to correlations in the next section.

When there is enough data available, statistical analyses can be used to estimate the mean (\( \mu \)), the sum squared error (SSE), the standard deviation (\( \sigma \)) and the coefficient of variation (CV) of geotechnical design parameters, see equation (5) to (8).

\[ \mu_y = \frac{\sum_{i=1}^{n} Y_i}{n} \]  
(5)  
\[ SSE_y = \sum_{i=1}^{n} (Y_i - \mu_y)^2 \]  
(6)  
\[ \sigma_y = \sqrt{\frac{SSE_y}{n}} \]  
(7)  
\[ CV_y = \frac{\sigma_y}{\mu_y} \]  
(8)

The characteristic value of a material property is generally defined as the value with 95% confidence level (\( \alpha = 5\% \)). The lower bound or inferior value is the value with 5% probability of adverse value or the value with 95% probability of exceedance (PoE). For a Normal distribution the following equation applies:

\[ Y_{kar} = \mu_y + u_a \cdot \sigma_y \]  
(9)

With factor \( u_a=5\% = -1.645 \).

When the coefficient of variation is large, the characteristic value can become negative. Most physical and empirical models do not allow negative soil parameters, hence the Lognormal distribution is recommended. This semi-infinite distribution allows for mitigation of negative values and is frequently used in these situations. For a Lognormal distribution with mean \( (\lambda) \) and standard deviation \( (\zeta) \) and no shift the following equation applies:

\[ \zeta_y = \sqrt{\ln \left( 1 + \frac{\sigma_y}{\mu_y} \right)^2} \]  
(10)  
\[ \lambda_y = \ln (\mu_y) - \frac{1}{2} \zeta_y^2 \]  
(11)

4.2. Regional versus local dataset

A difference can be made between local and regional datasets. Local datasets refer to dataset that are all taken within the influence zone of the failure mechanism. Hence, partial averaging of local data can occur.

Regional datasets are datasets that cover much larger distances, also outside the failure mechanism’s influence, but still refer to the same layer and property. Hence, no or limited averaging can occur as only the part of the variance that reflects local uncertainty is subject to averaging.
The advantage of a model based on regional database is that it covers a whole range of measurements and the statistical error is reduced. The disadvantage is that it can be biased from location to location and regional variation is included in the variance. In case of a specific local structure, site specific soil investigations are available and hence there is no uncertainty about the local conditions. In case of a line infrastructure project, many sites or sections need to be checked which do not all have local soil investigations. An example of such a regional database over multiple sites along a line infrastructure project is illustrated in Figure 2.

For the sites with soil investigation the local average and local standard deviation can be used to determine the characteristic value. For sites without local soil investigation one needs to make a cautious estimate. In practice the scale of fluctuation along the line infrastructure is equal or larger than the failure length in the same direction. Hence, failure is more likely to occur at a location where the local average is lowest. For this situation one needs to define the characteristic value, for both local and global failure. An example of such a model is presented in [17]. In this paper a pragmatic approach is elaborated below.

For the sites with soil investigation the local average and local standard deviation can be derived directly from a regional database over multiple sites along a line infrastructure project. An example of such a regional database over multiple sites along a line infrastructure is illustrated in Figure 2.

The total variance in a regional database can be related to the local variance at a site, and regional variation of the mean per site. The characteristic value for a line infrastructure with regional database can be determined on the basis of the following model assumptions:

- The total variance is equal to the sum of the regional variance of site means and the local variance at the sites.
- The variances are independent.
- The local variances are constant at each site of the region.
- The regional variance term \( \sigma^2_{\text{reg}} \) is the ratio of local variance and the total variance.

\[
\sigma^2_{\text{tot}} = \sigma^2_{\text{reg}} + \sigma^2_{\text{loc}} \quad (22)
\]
\[
\alpha = \frac{\sigma^2_{\text{loc}}}{\sigma^2_{\text{tot}}} = 1 - \frac{\sigma^2_{\text{reg}}}{\sigma^2_{\text{tot}}} \quad (23)
\]

The local and regional standard deviation and regional standard deviation can be derived directly from a regional dataset. The local standard deviation follows from the regional variance term \( \alpha \), see equation (22) and (23).

For a line infrastructure with a regional database, basically four situations exist. Either the location is known and local investigations exist, or this is not the case. Furthermore the failure can be local or global. The following combinations in Table 1 should be considered for the determination of the characteristic value:

<table>
<thead>
<tr>
<th>Known location</th>
<th>Unknown location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local dataset</td>
<td>Regional dataset</td>
</tr>
<tr>
<td>Global failure</td>
<td>case I (eq. 2)</td>
</tr>
<tr>
<td>Local failure</td>
<td>case II (eq. 1)</td>
</tr>
</tbody>
</table>

For case I and case III a global failure is expected, so in general equation (2) applies. For case II and case IV a local failure is expected so in general equation (1) applies. The differences between the four cases is elaborated below.

For case I it is recommended to use equation (2), using the local data, local average, local standard deviation, and Student-\( t \) and number of samples is based on the local database. For case II it is recommended to do the same based on equation (1).

For case III and case IV the local average is unknown. In that case a more cautious estimate is appropriate. For case IV the approach is to apply equation (25), which is in fact the same as equation (2). The difference is that the regional average, regional standard deviation, and Student-\( t \) and number of samples is based on the regional database.

For case III (unknown locations with no local site investigation) the main uncertainty is in the local average. A cautious estimate can be derived from characteristic value of the site means. The characteristic value for case III can be set equal to this value. As the mean follows from the number of sites, the statistical uncertainty in equation (24) is based on the number of sites too. The equations for case III and IV are presented below:

\[
Y_{\text{m;kar;reg}} = Y_{\text{m;tot}} + t_{n_{\text{sites}}-1} \cdot s_{\text{reg}} \sqrt{1 + \frac{1}{n_{\text{sites}}}} \quad (24)
\]
\[
Y_{\text{kar;reg}} = Y_{\text{m;tot}} + t_{n_{\text{tot}}-1} \cdot s_{\text{tot}} \sqrt{1 + \frac{1}{n_{\text{tot}}}} \quad (25)
\]

In the example as shown in Figure 3 to Figure 5 simulations with a regional mean is 20 kN/m² with a total standard deviation of 1 kN/m². For the first site (1) also the characteristic value of the mean according to equation (2) and of the population according to equation (1) is shown.

The local and regional standard deviation vary with the regional variance term \( \alpha \) is 0.2 to 0.8). Figure 3 to 5 present results from random generations. In Figure 3 the within variation of each site is larger than the variation between the sites. This is also reflected in the regional characteristic values. The characteristic value of case III and IV differ significantly. In Figure 5 the within variation of each site is smaller than the variation between the sites and Figure 4 provides intermediate results. Hence it is concluded that for regions with high regional variation the characteristic value for global
failure and local failure almost coincide in case on local data is available.

5. Trend function geo-statistics

Transformation models relate test measurements to appropriate design properties. Uncertainty is introduced by fitting procedures and inaccurate paired data. Most transformation models were developed for a specific geomaterial type and/or a specific location. Site specific models are generally more precise than “global” models calibrated from data covering many sites. However, site-specific models can be significantly biased when applied to another site [2].

Regression methods are statistical tools to determine the best fit, and uncertainties associated with this best fit. Different regression methods and regression lines are available. In engineering practice mainly Ordinary Least Squares (OLS) regression is used.

The variation of the data about the trendline is modelled as a zero-mean random variable ($\varepsilon$). The standard deviation of $\varepsilon$ is an indicator of the magnitude of transformation uncertainty, but it also includes measurements errors and statistical uncertainty. Combining the basic statistical methods with the regression analyses provide the confidence limits for a target confidence level, such as $\alpha = 5\%$ equivalent to the characteristic value. Various regression analyses exist, generally based on the least square method. For correlations with CPT measurements three basic types of trendlines are selected, based on one independent variable, see Table 2.

The three trendlines are selected to cover most of the trends found in CPT measurements. The stochastic parameters are based on a Normal or Lognormal distribution. For the selection of the best trendline other statistical tools are available. Most important is to align the selected trendline with the empirical or physical relations or existing correlation model used in geotechnical engineering. Reference is made to [5] Clause 2.4.5.2.(1)P: “The selection of characteristic values for geotechnical parameters shall be based on results and derived values from laboratory and field tests, complemented by well-established experience.”. In addition, the standard deviation and coefficient of determination ($R^2$) can be used to select the best trendline.

The first method is based on a linear trendline with free intercept. The regression method is Ordinary Least Squares (OLS) assuming homoscedasticity. The stochastic parameters are the intercept and standard deviation on regression of independent variable ($a_m$, $s_q$). The accompanying regression parameter is the slope ($b_m$).

The second method is based on a linear trendline with “no intercept”. The proposed regression method used is OLS through the origin. The method requires homoscedasticity, whereas in practice often the variance of the error increases with the dependent variable (Y). As shown later, this is no limitation for practical application. The stochastic parameters are the slope and standard deviation of the slope parameter ($b_m$, $s_q$). There are two alternatives based on statistics of the slope (ratio) of each data pair, either assuming a Normal or Lognormal distribution.

The third method is based on a power function. The trendline can be derived directly or after a Lognormal transformation is applied to both X and Y. The trendline after Lognormal transformation provides a similar linear trendline as in the first method. The transformation also implies a Lognormal distributed error term. The
equivalent stochastic parameters assuming for normality are the multiplier and standard deviation of the multiplier ($a_m$, $s_y$). The accompanying regression parameter is the exponent ($b_m$).

<table>
<thead>
<tr>
<th>Regression method</th>
<th>Trendline</th>
<th>Equation</th>
<th>Stochastic parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 OLS, free</td>
<td>Linear function</td>
<td>$y = a + b \cdot x$</td>
<td>$a_m, b_m, s_y$</td>
</tr>
<tr>
<td>2 OLS, through</td>
<td>Linear function</td>
<td>$y = b \cdot x$</td>
<td>$b_m, s_b$</td>
</tr>
<tr>
<td>origin</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 LN transformation, OLS</td>
<td>Power function</td>
<td>$y = a \cdot x^b$</td>
<td>$a_m, b_m, s_a$</td>
</tr>
</tbody>
</table>

For all methods the standard deviation is used to determine the confidence limits and the prediction interval, corresponding to a characteristic value with 5% confidence level. The equations for the three regression methods are presented below.

### 5.1. CPT-based correlation undrained shear strength peat

The regression methods will be applied to a paired database, consisting of Direct Simple Shear (DSS) tests on peat and CPTU tests. The pairs are taken from CPTs and adjacent boreholes at 1 m distance, averaging the CPT over 20 cm at the corresponding level as the sample. The classification of peat samples is based on both the borehole logs and the CPT measurements. The tests have been taken from different soil investigation projects for levee strengthening projects in the Netherlands. All peat layers are Holocene layers, without further differentiation to type, structure or origin as classification is not always available. The in-situ stress level varies from 10 kPa in the green field hinterland (polders) to 100 kPa below the levee embankments. The samples are generally slightly overconsolidated due to aging, groundwater variations and man-made activities. The overconsolidation corresponds typically to a pre overburden stress of about 20 kPa.

### 5.2. Method 1: Linear function and OLS regression

Method 1 is used in case both the measurements and empirical or correlation models are best described by a linear function with free intercept $Y = b \cdot X + a$. Excel Linest function can be used to derive slope $b_m$, the intercept $a_m$, and the standard deviation $s_y$. The following equations follow from statistical textbooks.

$$Y_i = b_m \cdot X_i + a_m + \varepsilon$$

$$b_m = \frac{\sum_{i=1}^{n}(X_i-X_m)(Y_i-Y_m)}{\sum_{i=1}^{n}(X_i-X_m)^2}$$

$$a_m = Y_m - b_m \cdot X_m$$

$$s_y = \sqrt{\frac{\sum_{i=1}^{n}(Y_i-(b_m \cdot X_i+a_m))^2}{n-2}}$$

$$CV_y = \frac{s_y}{a_m}$$

The coefficient of variation ($CV_y$) is not constant with X, the presented definition above is normalized at the intercept (X=0). When comparing values from literature this should be carefully examined. The $s_y$ is the standard deviation of the estimate along the trendline. The characteristic values of Y can be determined by the following equation. The degrees of freedom are equal to n-2 for method 1.

$$Y_{kar;X} = b_m \cdot X_i + a_m + k_{kar} \cdot s_y$$

There is relatively greater uncertainty for values of X that are farther from its mean value. This is taken into account by the following leverage term, as in [11]:

$$\frac{(X_i-X_m)^2}{\sum_{i=1}^{n}(X_i-X_m)^2} = \frac{(X_i-X_m)^2}{\sum_{i=1}^{n}(X_i-X_m)^2}$$

The leverage term is relevant for the characteristic mean value, and in particular for low or high values of X. The effect on the prediction interval is negligible and therefore often ignored in practice and not even considered in a probabilistic analyses. The equation of the confidence limit multiplier for the prediction interval and confidence interval of the mean are:

$$k_{kar} = t_{0.025,n-2} \sqrt{1 + \frac{1}{n} + \frac{(X_i-X_m)^2}{\sum_{i=1}^{n}(X_i-X_m)^2}}$$

$$k_{m,kar} = t_{0.05,n-2} \sqrt{1 + \frac{1}{n} + \frac{(X_i-X_m)^2}{\sum_{i=1}^{n}(X_i-X_m)^2}}$$

Figure 6 shows paired data of net cone resistance versus undrained shear strength from Direct Simple Shear tests on peat samples. The intercept is just above the origin. Consequently, the lower characteristic value for low cone resistances is negative. This is physically not possible so in those cases another method would be preferable.

### 5.3. Method 2: Linear function and OLS regression through origin

Method 2 is used in case both the measurements and empirical or correlation models are best described by a linear function through the origin $Y = b \cdot X$. Different methods are available in practice and three of them will be described and compared:

- OLS through the origin
- Classical statistics on ratio Y/X
- Lognormal transformation
Method 2a:

Method 2a is based on OLS regression through the origin. Excel Linest function can be used to derive slope \( b_m \), the standard deviation \( s_y \) and the standard error of mean (SEM) \( s_{b,m} \). It should be noted that in this approach standard deviation of the slope parameter (b) is used as stochastic parameter. This standard deviation can be determined from the standard error of mean. The equations follow from statistical textbooks.

\[
Y_i = (b_m + \varepsilon) X_i
\]

\[
b_m = \frac{\sum_{i=1}^{n} (X_i Y_i)}{\sum_{i=1}^{n} (X_i^2)}
\]

\[
s_y = \sqrt{\frac{\sum_{i=1}^{n} (Y_i-b_m X_i)^2}{n-1}}
\]

\[
s_{b,m} = \frac{s_y}{\sqrt{\sum_{i=1}^{n} (X_i^2)}}
\]

\[
s_b = s_{b,m} \sqrt{n} = \frac{s_y \sqrt{n}}{\sqrt{\sum_{i=1}^{n} (X_i^2)}}
\]

\[
CV_b = \frac{s_b}{b_m}
\]

The characteristic values of Y can be determined by the following equation. The degrees of freedom are equal to n-1 for method 2 and no leverage term is included.

\[
Y_{kar,i} = (b_m + k_{kar} \cdot s_b) X_i
\]

\[
k_{kar} = t_{n-1}^{0.05} \frac{1}{n} + \frac{1}{n}; \quad k_{m,kar} = t_{n-1}^{0.05} \frac{1}{n}
\]

Method 2b:

Method 2b is based on classical statistics of the ratio \( \frac{Y_i}{X_i} \), which is in fact not a regression method. Consequently, the average slope \( b_m \) can deviate from the one determined in method 2a by regression. The equations follow from statistical textbooks.

\[
Y_i = (b_m + \varepsilon) X_i
\]

\[
b_m = \frac{\sum_{i=1}^{n} (X_i Y_i)}{\sum_{i=1}^{n} (X_i^2)}
\]

\[
s_b = \sqrt{\frac{\sum_{i=1}^{n} (Y_i-b_m X_i)^2}{n-1}}
\]

\[
Y_{kar,i} = (b_m + k_{kar} \cdot s_b) X_i
\]

Method 2c:

Method 2c is based on Lognormal transformation of both X and Y. The method is comparable with method 2b, because \( \ln Y - \ln X = \ln \frac{Y}{X} \). The average slope \( b_m \) deviates from the one determined in method 2a and 2b. The confidence limits are not symmetrical due to the Lognormal transformation. This method is also described in [7].

\[
Y_i = (b_m \cdot \varepsilon) X_i
\]

\[
\lambda_b = \frac{\sum_{i=1}^{n} \ln \left( \frac{Y_i}{X_i} \right)}{n}
\]

\[
b_m = e^{\lambda_b}
\]

\[
\zeta_b = \sqrt{\frac{\sum_{i=1}^{n} \left( \ln \left( \frac{Y_i}{X_i} \right) - \lambda_b \right)^2}{n-1}}
\]

\[
CV_b = \sqrt{\left( e^{(\zeta_b^2)} - 1 \right)}
\]
Three methods are presented for a linear function through the origin. Method 2a is based on OLS regression. Method 2b is a ratio estimator method and not a regression method. Method 2b is based on Lognormal transformation of both X and Y. This method is also a ratio estimator. Method 2a is less sensitive to outliers than method 2b and 2c. This is illustrated in Figure 7 to Figure 9. The relative higher undrained shear strength measured at low net cone resistance has a significant effect on the standard deviation and the average slope. The Lognormal transformation slightly reduces this effect as can be expected. Method 2b is advised in the particular case of heteroscedasticity, when the error increases proportionally with the independent variable X. Method 2c has been applied in [1, 2] to compare the result of a correlation with measured values. This should theoretically be a 1:1 plot with slope $q$ as bias factor.

Method 2c can thus also be used to plot determined parameters from complex or multivariate correlations versus measured laboratory test results. It should be noted that this is not the same as pairwise correlating. The advantage of method 2a is that is works for all cases. Another advantage is that the basic statistical parameters, mean ($b_m$) and standard error of the mean (SEM) ($s_{b,m}$), are automatically determined in Excel by the Linest function (with intercept through origin).

5.4. Method 3: Power function, Lognormal transformation and OLS regression

Method 3 is used in case correlation models are best described by a power function though the origin, $Y = a \cdot X^b$. The first step is a Lognormal transformation of both X and Y. After Lognormal transformation, the applied method is similar to method 1, based on a linear function with free intercept. Excel Linest function can be used to derive slope $b_m$, intercept $\ln(a_m)$ and standard deviation $s_y$ (based on Lognormal values). The confidence limits are asymmetric on normal scale because of the Lognormal transformation. This is worked out in method 3a. The equations follow from statistical textbooks.

Method 3a:

\[
\begin{align*}
Y'_i &= \ln(Y_i) = b_m \cdot \ln(X_i) + \ln(a_m) + \varepsilon \\
S_{Y'} &= \sqrt{\frac{\sum_{i=1}^{n}(\ln(Y_i) - (b_m \ln(X_i) + \ln(a_m)))^2}{n-2}} \\
y_i &= a \cdot e^x \cdot X_i^b \\
\text{The characteristic values of Y can be determined by the following equation. The degrees of freedom are equal to n-2 for method 3 and no leverage term is included.}
\end{align*}
\]

\[
y_{kar,i} = a_{m} \cdot e^{k_{kar} \cdot s_y} \cdot X_{i}^{b_{m}} \\
k_{kar} = t_{n-2}^{0.05} \left( \frac{1}{1 + \frac{1}{n}} \right); \quad k_{m,kar} = t_{n-2}^{0.05} \sqrt{\frac{1}{n}}
\]

Method 3b:

Method 3b presents an approximation of symmetrical confidence limits. This has been achieved by setting the lower confidence limit equal at one standard deviation offset for both method 3a and 3b. Symmetrical confidence limits and can be approximated by:

\[
Y_{i} = (a_{m} + e)X_{i}^{b_{m}} \\
S_{a} = (1 - e^{-s_y})a_{m} \\
CV_a = \frac{S_{a}}{a_{m}} = (1 - e^{-s_y}) \\
y_{kar,i} = (a_{m} + k_{kar} \cdot s_{y})X_{i}^{b_{m}}
\]

5.5. Synthesis

The approach with the three trendlines is successfully applied to one set of paired data as shown in the
The preferred trendline can be selected based on the evaluation of the coefficient of determination and the coefficient of variation. In most cases there is a general accepted and preferred relation and type of trendline based on physical reasoning which will determine the preferred trendline. The advantage of the approach with the best of three trendlines is that the error is less and consequently the statistics can be kept straightforward using the Normal or Lognormal distribution.

In this example the coefficient of determination is almost identical for all methods. The confidence limits show comparable offset, except for method 2b and 2c. This is mainly related to the fact that statistics on the ratio are used, instead of regression. Applying method 2b and 2c in practice would be more unfavorable. These methods are better applied in another context (see [1, 2]). Method 3b is a good alternative for method 3a in case a standard deviation is requested based on a normal distribution.

For this particular example based on pairwise correlation of undrained shear strength versus net cone resistance method 2a and method 3a and 3b are all good options. Method 1a is not preferred as it yields to negative characteristic values at low net cone resistances. The preferred method would be method 2a, linear regression and OLS through origin as this corresponds also to the empirical correlation used in practice. In the next chapter it is described how these methods can be applied in practice.

### 6. Application in practice

The regression analysis provides the stochastic parameters, confidence limits and characteristic values for correlations. Those parameters are the basis for semi- and full-probabilistic calculations. The final question is how to apply this in design, using local CPTs and regional correlations. The selection of the overall characteristic parameter defined as the parameter with 95% probability of exceedance related to the limit state is not straightforward for point values as shown in section 4. This is even more true for pairwise established CPT-based correlations. One should account for regional and local variations, failure extent and availability of local CPTs. The following six combinations as presented in Table 3 and Figure 12 are considered.

<table>
<thead>
<tr>
<th>Case</th>
<th>Local CPT</th>
<th>Regional CPT</th>
<th>Regional CPT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Global</td>
<td>case A (eq. 62)</td>
<td>case C (eq. 64)</td>
<td>case E (eq. 66)</td>
</tr>
<tr>
<td>failure</td>
<td>(eq. 63)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>failure</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A local correlation is locally derived and applied with local CPTs. A regional correlation is regionally derived and applied with local or regional CPTs. For case A and B it is assumed that a pairwise correlation is established based on local CPTs and laboratory tests. This is the most favorable situation. In both cases it is advised to use the characteristic mean value (\(T_{m,kar}\)) of the correlation. Practically this can be done taking the low characteristic confidence limit of the mean from regression, for example based on equation (34).

For case C, D, E and F a regional correlation is applied which can be biased due to regional variation. In that case a more cautious value is appropriate, and the characteristic value (\(T_{kar}\)) is advised. Practically this can be done taking the low characteristic prediction limit from regression, for example based on equation (33). The selection of the CPT value is presented per case below.

For case A, local CPT(s) are available and global failure is expected. For this situation the characteristic value (\(X_{kar}\)) of the measured CPT parameter is advised. Practically this can be done by taking the average from regression analyses, since CPTs have measurements every 2 cm and the vertical scale of fluctuation is typically 0.2 m.

For case B, local CPT(s) are available and local failure is expected. For this situation the characteristic value (\(X_{kar}\)) of the measured CPT parameter is advised. Practically this can be done taking the lower characteristic prediction limit from regression analyses. Alternatively, the decisive local CPT (with lowest average) can be used.

For case C, the same approach as case A is recommended. The only difference is the transformation part.

For case D, the same approach as case B is recommended. The only difference is the transformation part.

For case E, no local CPT(s) are available and global failure is expected. This situation is comparable to that of case III in clause 4.3. Practically the same approach as in equation (24) is advised, taking into account the regional variation. For this case the regional characteristic value (\(X_{m,kar,reg}\)) of the measured CPT parameter is advised.

For case F, no local CPT(s) are available and local failure is expected. This situation is comparable to that of case IV in clause 4.3. Practically the same approach as in equation (25) is advised, taking into account the regional variation. For this case the regional characteristic value (\(X_{kar,reg}\)) of the measured CPT parameter is advised.

The equations for case A to F can be written as a transformation function (T) and independent variable (X). In section 5 it is shown how to derive the characteristic values for a transformation function. Combining this the following generic equations are advised for application in practice:
the coefficient of variation. The statistical parameters can
on the evaluation of the coefficient of determination and
examples. The preferred trendline can be selected based
with the three trendlines is successfully applied in the
statistics are presented for trend functions. The approach
value and the equivalent stochastic parameters.
pragmatic approach how to derive the characteristic
additional uncertainties exist due to regional variation.
might be expected from the codes.
characteristic value in case of global failure is subject to
different interpretations and more complicated than
are worked out. It is shown that the determination of a
CPT-based correlation. In section 4 the basic concepts
paper is to discuss the application of pairwise established
Acknowledgement
both.
The uncertainties are applied to either the
global. The uncertainties are applied to either the
global or regional, and whether the failure is local or
is local or regional, and whether the failure is local or
global. The uncertainties are applied to either the
transformation parameter, the CPT measurements, or

7. Conclusions
This paper presents an overview of geo-statistics, both
on populations and on trend functions. The aim of this paper is to discuss the application of pairwise established
CPT-based correlation. In section 4 the basic concepts are worked out. It is shown that the determination of a
characteristic value in case of global failure is subject to
different interpretations and more complicated than
might be expected from the codes.
For line infrastructure and regional databases, additional uncertainties exist due to regional variation. The model shown at the end of section 4 provides a
pragmatic approach how to derive the characteristic value and the equivalent stochastic parameters.
In section 5 the basic regression methods and geo-
statistics are presented for trend functions. The approach
with the three trendlines is successfully applied in the
examples. The preferred trendline can be selected based
on the evaluation of the coefficient of determination and
the coefficient of variation. The statistical parameters can be determined with Excel Linest function.
In section 6 a pragmatic approach is suggested to
apply the geo-statistics of section 4 and 5 into practice. The approach takes into account whether the correlation
is local or regional, and whether the failure is local or
global. The uncertainties are applied to either the
transformation parameter, the CPT measurements, or
both.
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